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Why study non-Gaussianity (NG)?

1. NG presents a window to the very early universe. For 
example, NG can distinguish between physically distinct models of 
inflation.

2. Conveniently, NG can be constrained/measured using 
CMB anisotropy maps and LSS. In particular, there is a rich 
set of observable quantities that are sensitive to primordial NG. 
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Initial conditions in the universe

 Nearly scale-invariant spectrum of density perturbations

 Background of gravity waves

 (Very nearly) gaussian initial conditions:

Generic inflationary predictions:Statistical Isotropy:

Gaussianity:
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Standard Inflation, with...

1. a single scalar field

2. the canonical kinetic term

3. always slow rolls

4. in Bunch-Davies vacuum

5. in Einstein gravity

produces unobservable NG

Therefore, measurement of nonzero NG would
point to a violation of one of the assumptions above

e.g. Maldacena 2003, X. Chen, Adv. Astronomy, 2010;  Komatsu et al, arXiv:0902.4759



Salopek & Bond 1990;  Verde et al 2000; Komatsu & Spergel 2001; Maldacena 2003
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�Commonly used “local” model of NG

T1
T2

T3

B(k1, k2, k3) ⇠ fNL [P (k1)P (k2) + perm.]

Then the 3-point function is related to fNL via (in k-space)

NG from 3-point correlation function



fNL= -5000

fNL= +5000 fNL= +500

fNL= -500
fNL= 0

Using publicly available NG maps by Elsner & Wandelt
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Current upper bound on NG is
~1000 times smaller than this:



Higher Deriv.
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Figure 3: Plot of the function F (1, x2, x3) x2
2x

2
3 for non-Gaussianities generated by higher derivative

interactions (12) and in the DBI model of inflation [20, 21]. The figure is normalized to have value
1 for equilateral configurations x2 = x3 = 1 and set to zero outside the region 1− x2 ≤ x3 ≤ x2.

Ghost inflation

0.5

0.6
0.7

0.8
0.9
1

x2

0.20.40.60.81
x3

0

0.5

1

F!x2, x3"

0

Figure 4: Plot of the function F (1, x2, x3) x2
2x

2
3 for ghost inflation (13). The figure is normalized

to have value 1 for equilateral configurations x2 = x3 = 1 and set to zero outside the region
1 − x2 ≤ x3 ≤ x2.

We see that the fudge factor is proportional to the cosine between the distributions. This suppression

9

3-pt correlation function of CMB anisotropy 
⇒ direct window into inflation

k1 k2

k3

k1 k2

k3

“local”
(eg. multi-field)

“equilateral”
(eg. higher-derivative
action; interactions)

Babich, Creminelli & Zaldarriaga 2004

Local
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Figure 1: Plot of the function F (1, x2, x3) x2
2x

2
3 for the local distribution (6). The figure is

normalized to have value 1 for equilateral configurations x2 = x3 = 1 and set to zero outside the
region 1− x2 ≤ x3 ≤ x2.

Slow roll
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Figure 2: Plot of the function F (1, x2, x3) x2
2x

2
3 for the usual slow-roll inflation (9) with ε = η =

1/30. The figure is normalized to have value 1 for equilateral configurations x2 = x3 = 1 and set to
zero outside the region 1− x2 ≤ x3 ≤ x2.

It is interesting to rewrite the definition of f(F ) as

f(F ) =
F · Flocal

Flocal · Flocal
= cos(F,Flocal)

(

F · F
Flocal · Flocal

)1/2

. (21)

8

e.g. Luo & Schramm 1993



Brief history of NG measurements: 1990’s

Early 1990s;  COBE:  Gaussian CMB sky (Kogut et al 1996)

1998; COBE: claim of NG at l=16 equilateral bispectrum
(Ferreira, Magueijo & Gorski 1998)

but explained by a known systematic effect!
(Banday, Zaroubi & Gorski 1999)

(and anyway isn’t unexpected given all
bispectrum configurations you can measure;
Komatsu 2002)

Bispectrum value

N
u

m
be

r 
of

 G
au

ss
ia

n
 M

C
s 



Brief history of NG measurements: 2000’s

Pre-WMAP CMB: all is gaussian (e.g. MAXIMA; Wu et al 2001)

WMAP pre-2008: all is gaussian 
(Komatsu et al. 2003; Creminelli, Senatore, Zaldarriaga & Tegmark 2007)

-36 < fNL < 100   (95% CL)

Dec 2007, claim of NG in WMAP
(Yadav & Wandelt arXiv:0712.1148)

27 < fNL < 147   (95% CL)

The generalized estimator is given by

 f̂ NL ! Ŝprim " Ŝlinearprim

N
; (3)

where N is the normalization factor and Ŝprim and Ŝlinearprim are
the so called trilinear and linear term of the estimator,
respectively. The trilinear term captures the bispectrum
information about fNL while the linear term has vanishing
expectation and is designed to reduce the scatter in the
trilinear term induced by the foreground mask and
WMAP’s anisotropic scan strategy.

Although our estimator [17] can utilize both the tem-
perature and E-polarization information of the cosmic
microwave background (CMB) to constrain primordial
non-Gaussianity, we have used only temperature informa-
tion of the WMAP 3-year data. For the analysis we used
various combinations of 8 channels of WMAP 3-year raw
data: Q1, Q2, V1, V2, W1, W2, W3, and W4. For all the
simulations we used the WMAP 3-year maps in HEALPIX
format with Npix ! 3 145 728 pixels. We focused on the V
and W bands, which are the main WMAP CMB science
channels suffering least from foreground contamination.
We also applied our estimator to Q and Q" V "W to
assess sensitivity to foregrounds.

We performed Monte Carlo simulations to assess the
statistical significance and errors of our fNL estimates. For
example for the Q" V "W coadded simulated map, we
first simulated 8 Gaussian maps using the noise and beam
properties of the corresponding 8 channels. Then a single
map was obtained by pixelwise averaging of these 8 maps.
The same procedure was followed to obtain simulated
coadded maps of the other channel combinations. The
SAB and SBB weight maps for the linear estimator [15]
were obtained using 800 Monte Carlo simulations that
include the WMAP noise and foreground masks.

Figure 1 shows the measured value of the nonlinear
coupling parameter fNL for 4 combinations of coadded
frequency channels (Q" V "W, V "W, V, and W) as a
function of maximum multipole ‘max used in the analysis.
All the analyses in this figure use the Kp0 mask. The figure
shows the 95% C.L. error bars derived from Monte Carlo
simulations.

For the coadded V "W map there is evidence of pri-
mordial non-Gaussianity at more than 95% C.L. for all
‘max > 450. For the coadded Q" V "W map there is a
detection of primordial non-Gaussianity at more than 95%
C.L. for all ‘max > 500. Residual suboptimality of our
estimator results in a larger error bar for the Q" V "W
combination compared to the V "W combination.

Using the coadded V "W channel with ‘max ! 750, we
find

 27< fNL < 147 #at 95%C:L:$: (4)

This rules out the null hypothesis of Gaussian primordial
perturbations at 2:8!.

Our analysis provides the most information to date on
the primordial non-Gaussianity of the local type. For the
sake of comparison with the previous best result in the
literature ( % 36< fNL < 100, for the coadded Q" V "
W map at the 2! level for ‘max & 400 [16,18,19]), our
constraints using the coadded Q" V "W map truncated
at ‘max ! 400 are: %20:84< fNL < 83:4 (at 95% C.L.).
We may conclude that the additional information uncov-
ered by the Yadav et al. estimator [17] at ‘ > 400 is
important for our result. As calculated by Creminelli
et al. [20] and verified in simulation by [21], there is a
contribution to the estimator variance due to nonzero fNL.
This widens the confidence interval of the estimator by 3%.
It does not, however, modify the significance of our rejec-
tion of the Gaussian null hypothesis.

Interpretation.—A detection of non-Gaussianity has
profound implications on our understanding of the early
Universe. We will now argue based on an extensive suite of
null tests and theoretical modeling that our results are not
due to any known systematic error, foregrounds, or sec-
ondary anisotropy.

Since our estimator is based on three-point correlations,
any mis-specification of the WMAP noise model would not
bias our estimator, since Gaussian instrument noise has a
vanishing three-point function. Similarly, if the CMB were
Gaussian, asymmetric beams cannot create non-Gauss-
ianity. Beam far-side lobes can produce a small level of
smooth foreground contamination at high galactic latitude
[22] at ‘ ' 10. This effect has been corrected in the 3-year
maps [23]. Since our signal is not frequency dependent this
is clearly not a dominant effect. Even so, we checked for
this or any other large scale anomaly by deleting modes
with ‘ ' 20 from our analysis. We find that our estimate
increases to fNL ! 135( 96 at (95% C.L.), leaving the
statistical significance of our signal at a similar level.

FIG. 1 (color). We show the measured value of the nonlinear
coupling parameter fNL using WMAP 3-year raw maps, and the
corresponding 95% error bars derived from the Gaussian simu-
lations. For this analysis the WMAP Kp0 mask was used. The
analysis is done for 4 combinations of the frequency channels:
coadded Q" V "W, coadded V "W, V, and W.

PRL 100, 181301 (2008) P H Y S I C A L R E V I E W L E T T E R S week ending
9 MAY 2008
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Komatsu et al. 2010

28 Komatsu et al.

TABLE 11
Estimatesa and the corresponding 68% intervals of the primordial

non-Gaussianity parameters (f local
NL , fequil

NL , forthog
NL ) and the point

source bispectrum amplitude, bsrc (in units of 10−5 µK3 sr2), from the
WMAP 7-year temperature maps

Band Foregroundb f local
NL fequil

NL forthog
NL bsrc

V+W Raw 59 ± 21 33 ± 140 −199 ± 104 N/A
V+W Clean 42 ± 21 29 ± 140 −198 ± 104 N/A
V+W Marg.c 32 ± 21 26 ± 140 −202 ± 104 −0.08 ± 0.12
V Marg. 43 ± 24 64 ± 150 −98 ± 115 0.32 ± 0.23
W Marg. 39 ± 24 36 ± 154 −257 ± 117 −0.13 ± 0.19

aThe values quoted for “V+W” and “Marg.” are our best estimates from
the WMAP 7-year data. In all cases, the full-resolution temperature maps at
HEALPix Nside = 1024 are used.
bIn all cases, the KQ75y7 mask is used.
c“Marg.” means that the foreground templates (synchrotron, free-free, and

dust) have been marginalized over. When the foreground templates are
marginalized over, the raw and clean maps yield the same fNL values.

We use the V- and W-band maps at the HEALPix res-
olution Nside = 1024. As the optimal estimator weights
the data optimally at all multipoles, we no longer need
to choose the maximum multipole used in the analysis,
i.e., we use all the data. We use both the raw maps (be-
fore cleaning foreground) and foreground-reduced (clean)
maps to quantify the foreground contamination of fNL
parameters. For all cases, we find the best limits on fNL

parameters by combining the V- and W-band maps, and
marginalizing over the synchrotron, free-free, and dust
foreground templates (Gold et al. 2010). As for the mask,
we always use the KQ75y7 mask (Gold et al. 2010).

In Table 11, we summarize our results:

1. Local form results. The 7-year best estimate of
f local

NL is

f local
NL = 32 ± 21 (68% CL).

The 95% limit is −10 < f local
NL < 74. When

the raw maps are used, we find f local
NL = 59 ±

21 (68% CL). When the clean maps are used, but
foreground templates are not marginalized over,
we find f local

NL = 42 ± 21 (68% CL). These results
(in particular the clean-map versus the foreground
marginalized) indicate that the foreground emis-
sion makes a difference at the level of ∆f local

NL ∼ 10.
We find that the V+W result is lower than the
V-band or W-band results. This is possible, as
the V+W result contains contributions from the
cross-correlations of V and W such as 〈VVW〉 and
〈VWW〉.

2. Equilateral form results. The 7-year best esti-
mate of f equil

NL is

f equil
NL = 26 ± 140 (68% CL).

The 95% limit is −214 < f equil
NL < 266. For f equil

NL ,
the foreground marginalization does not shift the
central values very much, ∆f local

NL = −3. This
makes sense, as the equilateral bispectrum does not
couple small-scale modes to very large-scale modes
l ! 10, which are sensitive to the foreground emis-
sion. On the other hand, the local form bispectrum
is dominated by the squeezed triangles, which do
couple large and small scales modes.

3. Orthogonal form results. The 7-year best esti-
mate of forthog

NL is

forthog
NL = −202 ± 104 (68% CL).

The 95% limit is −410 < forthog
NL < 6. The fore-

ground marginalization has little effect, ∆f local
NL =

−4.

As for the point-source bispectrum, we do not detect
bsrc in V, W, or V+W. In Komatsu et al. (2009b), we
estimated that the residual sources could bias f local

NL by
a small positive amount, and applied corrections using
Monte Carlo simulations. In this paper, we do not at-
tempt to make such corrections, but we note that sources
could give ∆f local

NL ∼ 2 (note that the simulations used by
Komatsu et al. (2009b) likely overestimated the effect of
sources by a factor of two). As the estimator has changed
from that used by Komatsu et al. (2009b), extrapolating
the previous results is not trivial. Source corrections to
f equil

NL and forthog
NL could be larger (Komatsu et al. 2009b),

but we have not estimated the magnitude of the effect
for the 7-year data.

We used the linear perturbation theory to calculate
the angular bispectrum of primordial non-Gaussianity
(Komatsu & Spergel 2001). Second-order effects (Pyne
& Carroll 1996; Mollerach & Matarrese 1997; Bartolo
et al. 2006, 2007; Pitrou 2009a,b) are expected to give
f local

NL ∼ 1 (Nitta et al. 2009; Senatore et al. 2009a,b;
Khatri & Wandelt 2009a,b; Boubekeur et al. 2009; Pitrou
et al. 2008) and are negligible given the noise level of the
WMAP 7-year data.

Among various sources of secondary non-Gaussianities
which might contaminate measurements of primordial
non-Gaussianity (in particular f local

NL ), a coupling be-
tween the ISW effect and the weak gravitational lensing
is the most dominant source of confusion for f local

NL (Gold-
berg & Spergel 1999; Serra & Cooray 2008; Hanson et al.
2009; Mangilli & Verde 2009). While this contribution
is expected to be detectable and bias the measurement
of f local

NL for Planck, it is expected to be negligible for
WMAP: using the method of Hanson et al. (2009), we
estimate that the expected signal-to-noise ratio of this
term in the WMAP 7-year data is about 0.8. We also
estimate that this term can give f local

NL a potential posi-
tive bias of ∆f local

NL ∼ 2.7. Calabrese et al. (2009) used

Constraints from WMAP



Planck Collaboration: Planck 2013 Results. XXIV. Constraints on primordial NG

Table 9. Results for the fNL parameters of the primordial local, equilateral, and orthogonal shapes, determined by the KSW, binned
and modal estimators from the SMICA, NILC, SEVEM, and C-R foreground-cleaned maps. Both independent single-shape results and
results marginalized over the point source bispectrum and with the ISW-lensing bias subtracted are reported; error bars are 68%
CL .

Independent ISW-lensing subtracted

KSW Binned Modal KSW Binned Modal

SMICA

Local . . . . . . . . . . . . . . . . 9.8 ± 5.8 9.2 ± 5.9 8.3 ± 5.9 . . . . . 2.7 ± 5.8 2.2 ± 5.9 1.6 ± 6.0
Equilateral . . . . . . . . . . . . �37 ± 75 �20 ± 73 �20 ± 77 . . . . . �42 ± 75 �25 ± 73 �20 ± 77
Orthogonal . . . . . . . . . . . . �46 ± 39 �39 ± 41 �36 ± 41 . . . . . �25 ± 39 �17 ± 41 �14 ± 42

NILC

Local . . . . . . . . . . . . . . . . 11.6 ± 5.8 10.5 ± 5.8 9.4 ± 5.9 . . . . . 4.5 ± 5.8 3.6 ± 5.8 2.7 ± 6.0
Equilateral . . . . . . . . . . . . �41 ± 76 �31 ± 73 �20 ± 76 . . . . . �48 ± 76 �38 ± 73 �20 ± 78
Orthogonal . . . . . . . . . . . . �74 ± 40 �62 ± 41 �60 ± 40 . . . . . �53 ± 40 �41 ± 41 �37 ± 43

SEVEM

Local . . . . . . . . . . . . . . . . 10.5 ± 5.9 10.1 ± 6.2 9.4 ± 6.0 . . . . . 3.4 ± 5.9 3.2 ± 6.2 2.6 ± 6.0
Equilateral . . . . . . . . . . . . �32 ± 76 �21 ± 73 �13 ± 77 . . . . . �36 ± 76 �25 ± 73 �13 ± 78
Orthogonal . . . . . . . . . . . . �34 ± 40 �30 ± 42 �24 ± 42 . . . . . �14 ± 40 �9 ± 42 �2 ± 42

C-R

Local . . . . . . . . . . . . . . . . 12.4 ± 6.0 11.3 ± 5.9 10.9 ± 5.9 . . . . . 6.4 ± 6.0 5.5 ± 5.9 5.1 ± 5.9
Equilateral . . . . . . . . . . . . �60 ± 79 �52 ± 74 �33 ± 78 . . . . . �62 ± 79 �55 ± 74 �32 ± 78
Orthogonal . . . . . . . . . . . . �76 ± 42 �60 ± 42 �63 ± 42 . . . . . �57 ± 42 �41 ± 42 �42 ± 42

squeezed configurations, its impact is well known to be largest
for the local shape. The ISW-lensing bias is also important for
orthogonal measurements (there is a correlation coe�cient r ⇠
�0.5 between the local and orthogonal CMB templates), while
it is very small in the equilateral limit. The values of the ISW-
lensing bias we subtract, summarized in Table 1, are calculated
assuming the Planck best-fit cosmological model as our fidu-
cial model. The same fiducial parameters were of course consis-
tently used to compute the theoretical bispectrum templates and
the estimator normalization. Regarding the point source contam-
ination, we detect a Poissonian bispectrum at high significance
in the SMICA map, see Sect. 5.3. However, marginalizing over
point sources still carries a nearly negligible impact on the final
primordial fNL results, because the Poisson bispectrum template
has very small correlations with all the other shapes.

In light of the discussion at the beginning of this section, we
take the numbers from the KSW SMICA analysis in Table 8 as the

Table 10. Results for the fNL parameters of the primordial local,
equilateral, and orthogonal shapes, determined by the subopti-
mal wavelet estimator from the SMICA foreground-cleaned map.
Both independent single-shape results and results marginalized
over the point source bispectrum and with the ISW-lensing bias
subtracted are reported; error bars are 68% CL. As explained in
the text, our current wavelets pipeline performs slightly worse in
terms of error bars and correlation to primordial templates than
the other bispectrum estimators, but it still provides a useful in-
dependent cross-check of other techniques.

Independent ISW-lensing subtracted

Wavelets Wavelets

SMICA

Local . . . . . . . . . 10 ± 8.5 0.9 ± 8.5
Equilateral . . . . . 89 ± 84 90 ± 84
Orthogonal . . . . . �73 ± 52 �45 ± 52

final local, equilateral and orthogonal fNL constraints for the cur-
rent Planck data release. These results clearly show that no evi-
dence of NG of the local, equilateral or orthogonal type is found
in the data. After ISW-lensing subtraction, all fNL for the three
primordial shapes are consistent with 0 at 68% CL. Note that
these numbers have been cross-checked using two completely
independent KSW pipelines, one of which is an extension to
Planck resolution of the pipeline used for the WMAP analysis
(Bennett et al. 2012).

Unlike other methods, the KSW technique is not designed
to provide a reconstruction of the full bispectrum of the data.
However, the related skew-C` statistic described in Sect. 3.2.2
allows, for each given shape, visualization and study of the con-
tribution to the measured fNL from separate `-bins. This is a
useful tool to study potential spurious NG contamination in the
data. We show for the SMICA map in Fig. 5 the measured skew-
C` spectrum for optimal detection of primordial local, equilat-
eral and orthogonal NG, along with the best-fitting estimates of
fNL from the KSW method for di↵erent values of `. Contrary to
the case of the point source and ISW-lensing foregrounds (see
Sect. 5), the skew-C` statistics do not show convincing evidence
for detection of the primordial shapes. In particular the skew-
spectrum related to primordial local NG does not have the right
shape, suggesting that whatever is causing this NG signal is not
predominantly local. Again, point sources contribute very little
to this statistic; ISW-lensing contributes, but only a small frac-
tion of the amplitude, so there are indications of additional NG
not captured by these foregrounds. In any event the estimators
are consistent with no primordial signal of the types considered.

As mentioned before, our analysis went beyond the simple
application of the KSW estimator to the SMICA map. All fNL
pipelines developed for Planck analysis were actually applied
to all component-separated maps by SMICA, NILC, SEVEM, and
C-R. We found from simulations in the previous Sections that
the KSW, binned, and modal pipelines saturate the Cramér-Rao
bound, while the wavelet estimator in its current implementation
provides slightly suboptimal results. Wavelets remain however a
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Table 9. Results for the fNL parameters of the primordial local, equilateral, and orthogonal shapes, determined by the KSW, binned
and modal estimators from the SMICA, NILC, SEVEM, and C-R foreground-cleaned maps. Both independent single-shape results and
results marginalized over the point source bispectrum and with the ISW-lensing bias subtracted are reported; error bars are 68%
CL .

Independent ISW-lensing subtracted

KSW Binned Modal KSW Binned Modal

SMICA

Local . . . . . . . . . . . . . . . . 9.8 ± 5.8 9.2 ± 5.9 8.3 ± 5.9 . . . . . 2.7 ± 5.8 2.2 ± 5.9 1.6 ± 6.0
Equilateral . . . . . . . . . . . . �37 ± 75 �20 ± 73 �20 ± 77 . . . . . �42 ± 75 �25 ± 73 �20 ± 77
Orthogonal . . . . . . . . . . . . �46 ± 39 �39 ± 41 �36 ± 41 . . . . . �25 ± 39 �17 ± 41 �14 ± 42

NILC

Local . . . . . . . . . . . . . . . . 11.6 ± 5.8 10.5 ± 5.8 9.4 ± 5.9 . . . . . 4.5 ± 5.8 3.6 ± 5.8 2.7 ± 6.0
Equilateral . . . . . . . . . . . . �41 ± 76 �31 ± 73 �20 ± 76 . . . . . �48 ± 76 �38 ± 73 �20 ± 78
Orthogonal . . . . . . . . . . . . �74 ± 40 �62 ± 41 �60 ± 40 . . . . . �53 ± 40 �41 ± 41 �37 ± 43

SEVEM

Local . . . . . . . . . . . . . . . . 10.5 ± 5.9 10.1 ± 6.2 9.4 ± 6.0 . . . . . 3.4 ± 5.9 3.2 ± 6.2 2.6 ± 6.0
Equilateral . . . . . . . . . . . . �32 ± 76 �21 ± 73 �13 ± 77 . . . . . �36 ± 76 �25 ± 73 �13 ± 78
Orthogonal . . . . . . . . . . . . �34 ± 40 �30 ± 42 �24 ± 42 . . . . . �14 ± 40 �9 ± 42 �2 ± 42

C-R

Local . . . . . . . . . . . . . . . . 12.4 ± 6.0 11.3 ± 5.9 10.9 ± 5.9 . . . . . 6.4 ± 6.0 5.5 ± 5.9 5.1 ± 5.9
Equilateral . . . . . . . . . . . . �60 ± 79 �52 ± 74 �33 ± 78 . . . . . �62 ± 79 �55 ± 74 �32 ± 78
Orthogonal . . . . . . . . . . . . �76 ± 42 �60 ± 42 �63 ± 42 . . . . . �57 ± 42 �41 ± 42 �42 ± 42

squeezed configurations, its impact is well known to be largest
for the local shape. The ISW-lensing bias is also important for
orthogonal measurements (there is a correlation coe�cient r ⇠
�0.5 between the local and orthogonal CMB templates), while
it is very small in the equilateral limit. The values of the ISW-
lensing bias we subtract, summarized in Table 1, are calculated
assuming the Planck best-fit cosmological model as our fidu-
cial model. The same fiducial parameters were of course consis-
tently used to compute the theoretical bispectrum templates and
the estimator normalization. Regarding the point source contam-
ination, we detect a Poissonian bispectrum at high significance
in the SMICA map, see Sect. 5.3. However, marginalizing over
point sources still carries a nearly negligible impact on the final
primordial fNL results, because the Poisson bispectrum template
has very small correlations with all the other shapes.

In light of the discussion at the beginning of this section, we
take the numbers from the KSW SMICA analysis in Table 8 as the

Table 10. Results for the fNL parameters of the primordial local,
equilateral, and orthogonal shapes, determined by the subopti-
mal wavelet estimator from the SMICA foreground-cleaned map.
Both independent single-shape results and results marginalized
over the point source bispectrum and with the ISW-lensing bias
subtracted are reported; error bars are 68% CL. As explained in
the text, our current wavelets pipeline performs slightly worse in
terms of error bars and correlation to primordial templates than
the other bispectrum estimators, but it still provides a useful in-
dependent cross-check of other techniques.

Independent ISW-lensing subtracted

Wavelets Wavelets

SMICA

Local . . . . . . . . . 10 ± 8.5 0.9 ± 8.5
Equilateral . . . . . 89 ± 84 90 ± 84
Orthogonal . . . . . �73 ± 52 �45 ± 52

final local, equilateral and orthogonal fNL constraints for the cur-
rent Planck data release. These results clearly show that no evi-
dence of NG of the local, equilateral or orthogonal type is found
in the data. After ISW-lensing subtraction, all fNL for the three
primordial shapes are consistent with 0 at 68% CL. Note that
these numbers have been cross-checked using two completely
independent KSW pipelines, one of which is an extension to
Planck resolution of the pipeline used for the WMAP analysis
(Bennett et al. 2012).

Unlike other methods, the KSW technique is not designed
to provide a reconstruction of the full bispectrum of the data.
However, the related skew-C` statistic described in Sect. 3.2.2
allows, for each given shape, visualization and study of the con-
tribution to the measured fNL from separate `-bins. This is a
useful tool to study potential spurious NG contamination in the
data. We show for the SMICA map in Fig. 5 the measured skew-
C` spectrum for optimal detection of primordial local, equilat-
eral and orthogonal NG, along with the best-fitting estimates of
fNL from the KSW method for di↵erent values of `. Contrary to
the case of the point source and ISW-lensing foregrounds (see
Sect. 5), the skew-C` statistics do not show convincing evidence
for detection of the primordial shapes. In particular the skew-
spectrum related to primordial local NG does not have the right
shape, suggesting that whatever is causing this NG signal is not
predominantly local. Again, point sources contribute very little
to this statistic; ISW-lensing contributes, but only a small frac-
tion of the amplitude, so there are indications of additional NG
not captured by these foregrounds. In any event the estimators
are consistent with no primordial signal of the types considered.

As mentioned before, our analysis went beyond the simple
application of the KSW estimator to the SMICA map. All fNL
pipelines developed for Planck analysis were actually applied
to all component-separated maps by SMICA, NILC, SEVEM, and
C-R. We found from simulations in the previous Sections that
the KSW, binned, and modal pipelines saturate the Cramér-Rao
bound, while the wavelet estimator in its current implementation
provides slightly suboptimal results. Wavelets remain however a
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Fig. 6. Full 3D CMB bispectrum recovered from the Planck foreground-cleaned maps, including SMICA (left), NILC (centre) and
SEVEM (right), using the hybrid Fourier mode coe�cients illustrated in Fig. 8, These are plotted in three-dimensions with multipole
coordinates {`1, `2, `3} on the tetrahedral domain shown in Fig. 1 out to `max = 2000. Several density contours are plotted with red
positive and blue negative. The bispectra extracted from the di↵erent foreground-separated maps appear to be almost indistinguish-
able.

Fig. 7. Planck CMB bispectrum detail in the signal-dominated regime showing a comparison between full 3D reconstruction using
hybrid Fourier modes (left) and hybrid polynomials (right). Note the consistency of the main bispectrum properties which include
an apparently ‘oscillatory’ central feature for low-` together with a flattened signal beyond to ` . 1400. Note also the periodic CMB
ISW-lensing signal in the squeezed limit along the edges of the tetrapyd.

These amplitudes show remarkable consistency between the dif-
ferent maps, demonstrating that the alternative foreground sepa-
ration techniques do not appear to be introducing spurious NG.
Note that here the �R

n coe�cients are for the orthonormalized
modes Rn (Eq. (63)) and they have a roughly constant variance,
so anomalously large modes can be easily identified. It is ev-
ident, for example, that among the low modes there are large
signals, which include the ISW-lensing signal and point source
contributions.

Using the modal expansion of Eq. (45) with Eq. (63), we
have reconstructed the full 3D Planck bispectrum. This is illus-
trated in Fig. 6, where we show “tetrapyd” comparisons between
di↵erent foreground cleaned maps. The tetrapyd (see Fig. 1) is
the region defined by the multipoles that obey the triangle condi-
tion, with `  `max. The 3D plots show the reduced bispectrum of
the map, divided by a Sachs-Wolfe CMB bispectrum solution for

a constant primordial shape, S (k1, k2, k3) = 1. This constant pri-
mordial bispectrum template normalizaton is carried out in order
to remove an ⇠ `4 scaling from the starting bispectrum (it is anal-
ogous to multiplication of the power spectrum by `(` + 1)). To
facilitate the interpretation of 3D bispectrum figures, note that
squeezed configurations lie on the edges of the tetrapyd, flat-
tened on the faces and equilateral in the interior, with b``` on the
diagonal. The colour levels are equally spaced with red denot-
ing positive values, and blue denoting negative. Given the cor-
respondence of the �R

n coe�cients for SMICA, NILC, and SEVEM,
the reconstructed 3D signals also appear remarkably consistent,
showing similar contours out to ` . 1500. At large multipoles `
approaching `max = 2000, there is increased randomness in the
reconstruction due to the rise in experimental noise and some
evidence for a residual point source contribution.
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Fig. 8. Modal bispectrum coe�cients �R
n for the mode expansion

(Eq. (63)) obtained from Planck foreground-cleaned maps using
hybrid Fourier modes. The di↵erent component separation meth-
ods, SMICA, NILC and SEVEM exhibit remarkable agreement. The
variance from 200 simulated noise maps was nearly constant for
each of the 300 modes, with the average ±1� variation shown in
red.

Fig. 9. The total integrated bispectrum F2
NL defined in Eq. (64)

as a cumulative sum over orthonormal modal coe�cients �R
n

2

(upper panel) and over multipoles up to a given ` (lower panel).
Above, the relative quantity F2

NL ⌘ F̄2
NL �FG

NL
2 is plotted, where

FG
NL

2 is the mean obtained from 200 CMB Gaussian maps with
the standard deviation shown as the red line. Below the square
of the bispectrum is integrated over the tetrapyd out to ` and its
significance plotted relative to the Gaussian standard deviation
(1� red line). A hybrid polynomial basis nmax = 600 is employed
in the signal-dominated region `  1500.

There are some striking features evident in the 3D bispec-
trum reconstruction which appear in both Fourier and polyno-
mial representations, as shown in more detail in Fig. 7. There is
an apparent oscillation at low ` . 500 already seen in WMAP-7
(Fergusson et al. 2012). Beyond out to ` ⇠ 1200 there are further
distinct features (mostly “flattened” on the walls of the tetrapyd),
and an oscillating ISW-lensing contribution can be discerned in
the squeezed limit. Whatever its origin, Gaussian or otherwise,
Fig. 7 reveals the CMB bispectrum of our Universe as observed
by Planck.

The cumulative sum F2
NL over the squared orthonormal co-

e�cients �R
n

2 from Eq. (64) for the Planck data is illustrated in
Fig. 9 (upper panel). The Planck bispectrum contribution can
be directly compared with Gaussian expectations averaged from
200 lensed Gaussian maps with simulated residual foregrounds.
It is interesting to note that the integrated bispectrum signal
fairly consistently exceeds the Gaussian mean by around 2�
over much of the domain. This includes the ISW and PS con-
tributions for which subtraction only has a modest e↵ect. Also
shown (lower panel) is the corresponding cumulative F2

NL quan-
tity as a function of multipole `, for which features have visible
counterparts at comparable ` in Fig. 7. Despite the high bispec-
trum signal, this �2-test over the orthonormal mode coe�cients
�R

n is cumulatively consistent with Gaussianity.

7.2.2. Binned bispectrum reconstruction

As explained in Sect. 3.4.2, it is interesting to study the smoothed
observed bispectrum divided by its expected standard devia-
tion, since this will indicate if there is a significant deviation
from Gaussianity for certain regions of `-space. This quantity is
shown in Figs. 10 and 11 as a function of `1 and `2, for two di↵er-
ent values (or rather, bins) of `3: the intermediate value [610,654]
in Fig. 10 and the high value [1330,1374] in Fig. 11. Each figure
shows the results for the SMICA, NILC, SEVEM, and C-R cleaned
maps as well as for the raw 143 GHz channel map. The bis-
pectra were obtained with the binned bispectrum estimator and
smoothed with a Gaussian kernel as explained in Sect. 3.4.2.
Very blue or red regions indicate significant NG, regions that are
less red or blue just represent expected fluctuations of a Gaussian
distribution.

From Fig. 10 at an intermediate value of `3 we can conclude
that there is a very good agreement between SMICA, NILC, and
SEVEM for all values of `1 and `2, and with C-R up to about
`1, `2 ⇠ 1500. In fact, up to 1500 there is also a good agree-
ment with the raw 143 GHz channel. We also see no significant
non-Gaussian features in this figure (except maybe in the C-R
and raw maps at `1, `2 > 2000).

Figure 11 at a high value of `3, on the contrary, shows signif-
icant non-Gaussian features in the raw map, but much less NG in
the cleaned maps. In particular one can see the point source bis-
pectral signal at high-` approximately equilateral configurations.
There is still an excellent agreement between SMICA, NILC, and
SEVEM. The C-Rmap shows less NG than the other three cleaned
maps, which is consistent with the absence of a detection of the
Poisson point source bispectrum for C-R, see Table 3.

7.3. Constraints on specific targeted shapes

We have deployed the modal estimator to investigate a wide
range of the inflationary models described in Sect. 2. This is
the same validated estimator for which the standard fNL re-
sults have been reported in the Sect. 7, but it is augmented with
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Galaxy cluster counts’ sensitivity to NG

Lots of effort in the community to calibrate
the non-Gaussian mass function - 

dn/dlnM(M, z) - of DM halos
(analytic extensions of Press-Schechter + simulations)

NG initial PDF
⇒ sensitivity to counts

“on the tail”

(amount of NG shown is >100× bigger than allowed by data!)



DM halo gets more massive with fNL>0 (and v.v.)
fNL=+5000

M=1.2 1016 M⊙

fNL=+500
M=5.9 1015 M⊙

fNL=+3000
M=1.2 1016 M⊙

fNL=+3000
M=1.2 1016 M⊙

fNL=-500
M=4.3 1015 M⊙

fNL=0
M=5.1 1015 M⊙

fNL = 500

Mapping  between
MG and M≣MNG :

Dalal, Doré, Huterer & Shirokov 2008

dN

dM
=

Z
dP (M |MG)

dM

dN

dMG
dMG

MG (h−1 Msun)
M

 (h
−1

 M
su

n
)

⇒ NG mass function:



Unfortunately, cluster counts are weakly 
sensitive to NG

NG/Gaussian mass function ratios:
for fixed M, more sensitivity 

at higher redshift

Smith & LoVerde 2011; Pillepich, Porciani and Hahn 2009;
many others going back to 1990s

(a) (b)

(c) (d)

Figure 2: Comparison of the Edgeworth (Eq. (33)) and log-Edgeworth (Eq. (35)) mass functions for

non-Gaussian initial conditions with nonzero fNL and τNL. For τNL = (65fNL)2 (i.e. perturbations

generated entirely by the curvaton) they both provide reasonably good fits. For τNL = 2(65fNL)2

(i.e. equal power from the curvaton and inflaton) the log-Edgeworth mass function is in better

agreement.

11

e.g. σ(fNL)=450 measured from SPT (Williamson et al 2010)

• cluster abundance is sensitive to ALL non-Gaussianity
• (large) amount of (local model) NG can boost the number 

of ‘pink elephant’ clusters

Nevertheless:



Hoyle, Jimenez & Verde (2011); 
Cayon, Gordon & Silk (2011); 
Holz & Perlmutter 2011

High-z, high-M - ”pink elephant” - clusters of galaxies

•SPT-CL J0546-5045:  z=1.067, M≈(8.0±1.0)·1014 Msun

•XMMU J2235.3-2557: z=1.39,  M≈(8.5±1.7)·1014 Msun

•SPT-CL J2106-8544:  z=1.132, M≈(1.3±0.2)·1015 Msun

Some authors have claimed the existence of these clusters is in 
conflict with LCDM, but can be explained with (huge; fNL∼500) 

non-Gaussianity4 Foley et al.

Fig. 1.— SPT-CL J2106-5844 at millimeter, optical, and infrared wavelengths. Left: The filtered SZ significance map derived from
multi-band SPT data. The frame subtends 12⇥ ⇥ 12⇥. The negative trough surrounding the cluster is a result of the filtering of the time
ordered data and maps. Right: LDSS3 optical and Spitzer/IRAC mid-infrared gi[3.6] (corresponding to BGR channels) images. The frame
subtends 4.⇥8 ⇥ 4.⇥8. The white contours correspond to the SZ significance from the left-hand panel. The circles mark spectroscopically
confirmed cluster members, where green indicates quiescent, absorption-line member galaxies and cyan indicates an active, emission-line
member galaxy. Some spectroscopic member galaxies are outside the FOV for this image.

Fig. 2.— Color-magnitude diagram (J � [3.6] vs. [3.6]) for galax-
ies within the IRAC FOV. Suspected red-sequence cluster members
are plotted in red. Lower-probability, but potential cluster mem-
bers are plotted in blue. Spectroscopic members are plotted as
stars, where the red stars correspond to passive galaxies and the
blue star represents an emission-line galaxy. Additional galaxies
in the field are plotted as black points. The size of the symbol is
inversely proportional to the distance to the center of the cluster
as determined by the clustering of the red-sequence galaxies. Our
5-� limits are plotted as dotted lines. A red-sequence model cor-
responding z = 1.132 is represented as the solid black lines with a
representative L� galaxy represented by the black diamond.

luric line removal were performed using the well-exposed
continua of spectrophotometric standard stars (Wade &

Horne 1988; Foley et al. 2003).
Three independent redshift determinations were per-

formed using a cross-correlation algorithm (IRAF
RVSAO package; Kurtz & Mink 1998), a template fit-
ting method (SDSS early-type PCA templates), and a
⇥2 minimization technique by comparing to galaxy tem-
plate spectra. There were only minor di�erences in the
final results from the three methods. In total, we have
obtained secure redshifts, consistent with membership in
a single cluster, for 18 galaxies. Two of these galaxies
have obvious [O II] emission, while the others have SEDs
consistent with passive galaxies with no signs of ongoing
star formation.
A 3-� clipping was applied around the peak in redshifts

to select spectroscopic cluster members. Representative
spectra of cluster members and a redshift histogram of
cluster members are presented in Figure 3. Redshift in-
formation for cluster members is presented in Table 1. A
single galaxy was observed and has a secure redshift from
both Magellan and VLT. Although the VLT spectrum
shows clear Ca H&K absorption lines and the Magel-
lan spectrum only shows the D4000 break, the measured
redshifts are consistent.
A robust biweight estimator was applied to the

spectroscopic sample to determine a mean redshift of
z = 1.131+0.002

�0.003 and a velocity dispersion of �v =

1230+270
�180 km s�1. The uncertainty in both quantities

is determined through bootstrap resampling. Since the
dynamics of passive and star-forming galaxies within
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Mortonson, Hu & Huterer 2011  

Are the pink elephants in conflict with 
LCDM?!

1. Sample variance - the Poisson noise in counting rare 
objects in a finite volume

2. Parameter variance - uncertainty due to fact that current 
data allow cosmological parameters to take a range of values

3. Eddington bias - mass measurement error will 
preferentially ‘scatter’ the cluster into higher mass

4. Survey sky coverage - needs to be fairly assessed

4 things to account for:

N.B. If a cluster rules out LCDM, it will rule out quintessence too!
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Next Frontier: Large-Scale Structure

CMB LSS

dimension 2D 3D

# modes ∝lmax
2 ∝kmax

3

systematics &
selection func.

relatively 
clean

relatively 
messy

temporal evol. no yes

can slice in λ only λ, M, bias...



Effects of primordial NG 
on the bias of virialized objects



Same initial conditions, different fNL 
Slice through a box in a simulation Npart=5123, L=800 Mpc/h

 Under-dense region evolution 
decrease with fNL

 Over-dense region evolution 
increase with fNL

Simulations with non-Gaussianity (fNL)

Dalal, Doré, Huterer & Shirokov 2008

fNL= -5000

375 Mpc/h
80

 M
pc

/h

fNL= -500

fNL= 0

fNL= +500

fNL= +5000



Does galaxy/halo bias depend on NG?
cosmologists 

measure

theory predictsusually nuisance
parameter(s)

bias ⌘ clustering of galaxies

clustering of dark matter

=

✓
�⇢

⇢

◆

halos✓
�⇢

⇢

◆

DM

19
83
Ap
J.
..
27
0.
..
20
B

�clusters(r) =

✓
r

25Mpc

◆�1.8

�
galaxies

(r) =

✓
r

5Mpc

◆�1.8

Bahcall & Soneira 1983



Bias of dark matter halos

Simulations and theory both say:  large-scale bias is scale-independent 
(theorem if halo abundance is function of local density

and if the short and long modes are uncorrelated)

Ph(k, z) = b2(k, z)PDM(k, z)
Peak-Background Split

• Schematic Picture:

3

2

1

0

x

δc

Large Scale "Background"

Enhanced 
"Peaks"

figure credit: Wayne Hu



Scale dependence of NG halo bias

Dalal, Doré, Huterer & Shirokov 2008

b(k) = bG + fNL
const

k2
Verified using a variety of theoretical

derivations and numerical simulations.



Implications:

�b(k) = fNL(bG � 1) �c
3 ⌦MH2

0

T (k)D(a)k2

Dalal et al.;  Matarrese & Verde; Slosar et al; Afshordi & Tolley; Desjacques et al; 
Giannantonio & Porciani; Grossi et al; McDonald; ....

‣ Unique 1/k2 scaling of bias; no free parameters

‣ Distinct from effect of all other cosmo parameters

‣ Straightforwardly measured (g-g, g-T,...)

‣ Derived theoretically several different ways

‣ Extensively tested with numerical simulations; good 
agreement found



fNL = 8 +/- 30 (68%, QSO)      

fNL = 23 +/- 23 (68%, all)      

Future data forecasts for LSS: σ(fNL) ≈ O(few)  
(at least?) as good as, and highly complementary, to Planck CMB

Slosar et al. 2008

Constraints from current data: SDSS



More general NG models:
beyond fNL



More generic NG: fNL(k) forecasts

Becker, Huterer & Kadota 2012, Shandera, Dalal & Huterer 2012

fNL(k) = f⇤
NL

✓
k

k⇤

◆nfNL

0.01 0.1 1

k (h Mpc-1)
1

10

100

�
[ f

N
L(k

) ]

DES

LSST

~1015 h-1Msun
~1013.5 h-1Msun

Halos of mass M probe 
NG on scale k∼M−1/3

CMB and LSS are very complementary

In general, LSS can probe:

ΔbNG ∝ {
•k−2 (local)
•k−1 (folded)
•k0 (equilateral)
•k−α (generic); 0≤α≤3



Figure 6: The same as Figure 5, but with survey parameters for large-scale structure based on
BigBOSS.

The constraints on fNL(k) from a large-scale structure survey are quite sensitive to

the survey parameters. Unlike the constraints on fNL(k) from the CMB bispectrum, the

forecasted constraints from LSS are also sensitive to the choice made for the fiducial model

Projected errors �(f⇤
NL) and �(nfNL), and the corresponding pivots

Variable BigBOSS BigBOSS+Planck C`s Planck bispec BigBOSS+all Planck

�(f⇤
NL) 3.0 2.6 4.4 2.2

�(nfNL) 0.12 0.11 0.29 0.078

FoM(NG) 2.7 3.4 0.78 5.8

kpiv 0.33 0.35 0.080 0.24

Table 1: Forecasted constraints on f⇤
NL

and nfNL from BigBOSS, Planck, and combined data sets
for two fiducial values of f

NL

(k). Each column’s numbers are for the pivot in that column; thus the
errors in the two parameters are uncorrelated in each column. See text for survey specifications.

– 14 –

Forecasts for fNL(k)

area in fNL
*-nfNL plane

NB: The LSS forecasts are very uncertain, 
much more so than the CMB

Becker, Huterer & Kadota, 2012

fNL(k) = f⇤
NL

✓
k

k⇤

◆nfNL



at 95% CL

nfNL = 0.3+1.9
�1.2

Becker & Huterer, PRL 2012

First constraints on the running of NG

fNL(k) = f⇤
NL

✓
k

k⇤

◆nfNL

WMAP7 data, modified KSW estimator



Dark Energy
Survey (2012)

LSST (~2018)

Euclid and 
WFIRST 
(~202X)

21cm mapping

▲Harvard-Cfa survey (1980s)

DESI (~2017)



Challenges for NG program
... and approximate current status

•Motivate simple and more complicated NG models 
✓(single-field, multiple fields, self-interactions)

•Utilize a variety of observables in LSS and CMB to 
get at NG ✓
•Develop fast, near-optimal estimators to extract NG 
from the CMB ✓
•Develop theory to relate NG models to LSS 
observables ✓✗ (messy; still need to check with sims)

•Develop theory to use LSS info from quasi-linear 
scales (k ⪞ 0.1 h−1 Mpc) ✓✗❌❌

•Use LSS bispectrum to get at primordial NG ✗❌

•Control the systematic errors, esp large-scale LSS ✓✗



Abstracting and Indexing

Aims and Scope

Article Processing Charges

Articles in Press

Author Guidelines

Bibliographic Information

Contact Information

Editorial Board

Editorial Workflow

Free eTOC Alerts

Reviewers Acknowledgment

Subscription Information

Open Focus Issues

Published Focus Issues

Focus Issue Guidelines

Open Special Issues

Published Special Issues

Special Issue Guidelines

Home Journals About Us

Testing the Gaussianity and Statistical
Isotropy of the Universe
Guest Editors: Dragan Huterer, Eiichiro Komatsu, and Sarah Shandera

Non-Gaussianity from Large-Scale Structure Surveys, Licia Verde
Volume 2010 (2010), Article ID 768675, 15 pages

Non-Gaussianity and Statistical Anisotropy from Vector Field
Populated Inflationary Models, Emanuela Dimastrogiovanni, Nicola
Bartolo, Sabino Matarrese, and Antonio Riotto
Volume 2010 (2010), Article ID 752670, 21 pages

Cosmic Strings and Their Induced Non-Gaussianities in the Cosmic Microwave Background,
Christophe Ringeval
Volume 2010 (2010), Article ID 380507, 28 pages

Ekpyrotic Nongaussianity: A Review, Jean-Luc Lehners
Volume 2010 (2010), Article ID 903907, 19 pages

Primordial Non-Gaussianity in the Large-Scale Structure of the Universe, Vincent Desjacques
and Uro! Seljak
Volume 2010 (2010), Article ID 908640, 23 pages

Primordial Non-Gaussianity and Bispectrum Measurements in the Cosmic Microwave
Background and Large-Scale Structure, Michele Liguori, Emiliano Sefusatti, James R. Fergusson,
and E. P. S. Shellard
Volume 2010 (2010), Article ID 980523, 64 pages

Testing Gaussianity, Homogeneity, and Isotropy with the Cosmic Microwave Background, L. Raul
Abramo and Thiago S. Pereira
Volume 2010 (2010), Article ID 378203, 25 pages

Primordial Non-Gaussianity in the Cosmic Microwave Background, Amit P. S. Yadav and
Benjamin D. Wandelt
Volume 2010 (2010), Article ID 565248, 27 pages

Primordial Non-Gaussianities from Inflation Models, Xingang Chen
Volume 2010 (2010), Article ID 638979, 43 pages

Non-Gaussianity from Particle Production during Inflation, Neil Barnaby
Volume 2010 (2010), Article ID 156180, 40 pages

Review of Local Non-Gaussianity from Multifield Inflation, Christian T. Byrnes and Ki-Young Choi
Volume 2010 (2010), Article ID 724525, 18 pages

Non-Gaussianity and the Cosmic Microwave Background Anisotropies, N. Bartolo, S. Matarrese,
and A. Riotto
Volume 2010 (2010), Article ID 157079, 68 pages

Second-Order Gauge-Invariant Cosmological Perturbation Theory: Current Status, Kouji
Nakamura
Volume 2010 (2010), Article ID 576273, 26 pages

Large-Angle Anomalies in the CMB, Craig J. Copi, Dragan Huterer, Dominik J. Schwarz, and

Advanced Search

 GoHindawi Publishing Corporation

About this Journal Submit a Manuscript Table of Contents

Journal Menu

Testing the Gaussianity and Statistical Isotropy of the Universe http://www.hindawi.com/journals/aa/2010/si.gsiu/

1 of 2 3/16/11 9:49 AM

Advances in Astronomy special issue on
 “Testing the Gaussianity and Statistical Isotropy of the Universe”

http://www.hindawi.com/journals/aa/2010/si.gsiu/

15 review articles (all also on arXiv)

http://www.hindawi.com/journals/aa/2010/si.gsiu/
http://www.hindawi.com/journals/aa/2010/si.gsiu/


EXTRA SLIDES



Scale-dependent nongaussianity?
Generalized local ansatz

 Motivated by multi-field inflationary models 
 In general, even if you are considering standard single-field 

inflation, interactions may lead to scale-dependence of fNL

�(x) = �G(x) + fNL

⇥
�

2
G(x) � h�2

Gi
⇤(Usual) local model...

...we generalize to a scale dependent (non-local) model

�(k) = �G(k) + fNL(k)
Z

d3k0

(2⇡)3
�G(k0)�G(k � k0)

�(x) = �G(x) + fNL(x)⇤
⇥
�

2
G(x) � h�2

Gi
⇤

Becker, Huterer & Kadota 2011, 2012
theory motivation: Byrnes et al, etc



A complete basis for fNL(k): piecewise-constant bins

Given this basis, projecting forecasts onto any 
parametrized fNL(k) model is now trivial

Warning, however: theoretical predictions are uncertain and 
(always) have to be checked with simulations first

Measurement forecasts 
from 

DES-type survey

Becker, Huterer & Kadota, 2011, 2012



Future: using LSS to probe scale-dependent NG
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~1013.5 h-1MsunScale-dependent NG ansatz:

‣ Scale-dep NG models are motivated by particle theory (single-
field inflation with self-interaction; mixed curvaton-inflaton models)

‣ Effects on LSS are significant, but theory predictions are uncertain 
⇒ ongoing theoretical and simulation work 

‣ Understanding of astrophysics (of DM halos, etc) required in order 
to probe fundamental physics

Halos of mass M probe 
NG on scale k∼M-1/3

Shandera, Dalal & Huterer, 2011
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CMB, LSS, and 
CMB+LSS forecasts

Becker, Huterer & Kadota, 2012
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