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SPT-SZE Survey 

  2500 deg2 regions -40<δ<-65, 20hr<α<7hr 
  Bolometer time stream: ~106 T’s/s over 4 years, ~65% efficiency 
  Uniform depth:  σ150~18 µK-amin, σ90~40µK-amin, σ220~60µK-amin 
  Beam size:  FWHM150~1.0’, FWHM90~1.6’, FWHM220~0.7’    
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Fig. 1.— The 2500 deg2 SPT-SZ survey. We show the full survey region with lightly filtered 95 GHz data from the SPT. The power
spectrum reported in this paper is calculated from 2540 deg2 of sky and analyzes 150 GHz data with a di↵erent high-pass filter, as described
in §2.2. We do not show the 150 GHz data because our filtering has removed the large-scale fluctuations which would be visible in this
figure.

167 deg2 in 2008, 574 deg2 in 2009, 732 deg2 in 2010, and
1067 deg2 in 2011. The fields are shown in Figure 2, and
the field locations and sizes are presented in Table 1.
Both fields from 2008 (ra5h30dec-55 and

ra23h30dec-55) were reobserved in later years to
achieve lower than normal noise levels. In this analysis,
we use data from only one year for each field because the
beam and noise properties vary slightly between years.
This choice simplifies the analysis without a↵ecting the
results as the bandpower uncertainties remain sample
variance dominated (see §3.5).
The SPT is used to observe each field in the following

manner. The telescope starts in one corner of the obser-
vation field. The telescope slews back and forth across
the azimuth range of the field then executes a step in
elevation, repeating this pattern until the entire field has
been covered. The starting elevation positions of the tele-
scope are dithered by between 0.30 and 1.080 to ensure
uniform coverage of the region in the final coadded map.
A complete observation covering one field takes from 30
to 120 minutes.
In four of the 2008 and 2009 fields, ra23h30dec-55,

ra21hdec-60, ra3h30dec-60, and ra21hdec-50, ob-
servations were conducted with a “lead-trail” strategy.
In this observation strategy, the field is divided into two
halves in right ascension. The “lead” half is observed
first, immediately followed by the “trail” half in a man-
ner such that both halves are observed over the same
azimuthal range. If necessary, the lead-trail data could
be analyzed in a way that cancels ground pickup. In this
analysis, we combine lead-trail pairs into single maps,
and verify that contamination from ground pickup is neg-
ligible – see below and §4 for details.
We apply several (often redundant) data quality cuts

on individual observations using the following criteria:
map noise, noise-based bolometer weight, the product of
median bolometer weight with map noise, and the sum of
bolometer weights over the full map. For these cuts, we
remove outliers both above and below the median value
for each field. We do not use observations that are flagged
by one or more of these cuts. We also flag observations
with only partial field coverage. Finally, we cut maps
that were made from observations in azimuth ranges that
could be more susceptible to ground pickup over the an-
gular scales of interest. We use “ground-centered” maps
to measure ground pickup on large (` ⇠ 50) scales, and
cut observations that were made at the azimuths with the
worst 5% ground pickup to minimize potential ground-
pickup on smaller angular scales. Although this cut does
have an impact on our null tests (see §4), we emphasize
that it does not significantly change the power spectrum,
the precision of which is limited by sample variance.

2.2. Map-making: Time Ordered Data to Maps

As the SPT scans across the sky, the response of each
detector is recorded as time-ordered data (TOD). These
TOD are recorded at 100 Hz and have a Nyquist fre-
quency of 50 Hz, which corresponds to a multipole num-
ber parallel to the scan direction (`

x

) between 72,000
and 43,000 at the SPT scan speeds of 0.25 to 0.42 de-
grees per second on the sky. Since we only report the
power spectrum up to ` = 3000, we can benefit compu-
tationally by reducing the sampling rate. We choose a
low-pass filter and down-sampling factor based on each
field’s scan speed such that they a↵ect approximately
the same angular scales. We use a down-sampling factor
of 6 for 2008 and 2009, and 4 for 2010 and 2011 with
associated low-pass filter frequencies of 7.5 and 11.4 Hz
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SPT Galaxy Cluster Selection 

  Clusters selected using matched filter 
technique (Melin et al 2006): 

  We filter an SPT map and extract all negative 
sources with S/N>4.5 (ξ>4.5) 

  Contamination- unique “negative” SZE 
signature means contamination is due only 
to noise fluctuations 

  Easily calculated using Gaussian noise 
distribution and S/N threshold 

  Confirmed using optical followup of all cluster 
candidates over 750deg2 (Song et al 2012) 
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Fig. 3.— The distribution of fluxes in map pixels. For each
band, the lines are as follows: solid : The coadded signal map;
dashed : The coadded difference map (see Sec. 2.4); dotted :
Fit to the signal map pixel histogram noise peak. For each
band, the fit is done to the full signal map and gives σ =
1.3 mJy for 2.0 mm and σ = 3.4 mJy for 1.4 mm. The noise
across the map is Gaussian. The negative tails are mainly
due to ringing from the various effective high-pass filters on
the sources in the map.

In addition to complicating the purity analysis in the
previous section, SZ decrements from galaxy clusters
have the potential to contaminate our source measure-
ments at 2.0 mm (though not at 1.4 mm, which is very
close to the thermal SZ null). We believe that this con-
tamination will be negligible at the source flux levels
considered here for two reasons. One reason is because
clusters are expected to be at least partially resolved by
the SPT at 2.0 mm, meaning that their contribution to
maps filtered to optimize point-source sensitivity will be
diminished. The other reason is that the number den-
sity of clusters with decrements deep enough to signifi-
cantly affect the source fluxes presented here is expected
to be quite low. The SZ contamination will be some-
what boosted by the fact that the sources we investigate
here are expected to be spatially correlated with galaxy
clusters at some level (e.g., Coble et al. 2007; Bai et al.

Fig. 4.— A comparison of relative pointing offsets between
the SPT bands and AT20G catalog sources. Only sources
with S/N > 10 which have a robust counterpart within 20′′

have been plotted. The errors for the SPT positions were
estimated following Ivison et al. (2007). The errors plotted
here are a quadrature sum of the SPT error and the quoted
error from the AT20G catalog. The RMS for both SPT bands
is < 3′′.

2007), but we expect the net effect to be negligible even
after accounting for this correlation.
To make these arguments more quantitative, we inves-

tigate the level of flux decrements in simulated SZ maps
filtered in the same way the SPT data is filtered in this
work. We take simulated 2.0 mm maps created using
the technique described in Shaw et al. (2009), filter them
with the estimate of the SPT 2.0 mm beam and filtering
discussed in Sec. 2.4.1 to simulate SPT observation and
data processing, and further filter them with the matched
filter from Sec. 2.4.1. Finally, we convert the filtered map
from temperature to flux (as in Sec. 2.4.2) and record the
decrement in Jy at each simulated cluster location. We
find roughly five clusters per square degree with at least
a 1.3 mJy decrement in the filtered map — equivalent to
a 1σ noise fluctuation in the 2.0 mm SPT map. We find
roughly one cluster per ten square degrees with at least
a 5.8 mJy decrement in the filtered map — equivalent to

SPT-only selection produces >95% pure sample at S/N>5!
SPT+optical followup produces ~100% pure sample at S/N>4.5!
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at finding nearby clusters, but the mass limit of an X-
ray survey will increase with redshift due to cosmological
dimming. ROSAT cluster surveys lack the sensitivity to
push to these high redshifts except in the deepest archival
exposures. XMM–Newton archival surveys (e.g., Lloyd-
Davies et al. 2011; Fassbender et al. 2011) and coordi-
nated surveys of contiguous regions (e.g., Pacaud et al.
2007; Šuhada et al. 2012) have su�cient sensitivity to
detect systems like those found by SPT, but the solid
angle surveyed is currently smaller. For example, the
Fassbender et al. (2011) survey for high redshift clusters
will eventually cover approximately 80 deg2, whereas the
mean sky density of the SPT high-redshift and high-mass
systems is around one every 25 deg2. Therefore, one
would have expected the Fassbender et al. (2011) XDCP
survey to have found around three clusters of compara-
ble mass to the SPT clusters, which is in fact consistent
with their findings. The vast majority of the high redshift
X-ray-selected sample available today is of significantly
lower mass than SPT selected samples, simply because
the X-ray surveys do not yet cover adequate solid angle
to find these rare, high mass systems.
Clusters samples built from NIR galaxy catalogs have

an even higher fraction of high-redshift systems than
SZ-selected samples—for example, in the IRAC Shallow
Cluster Survey (ISCS; Eisenhardt et al. 2008) a sample
of 335 clusters has been identified out to z ⇠ 2, a third
of which are at z > 1. However, the typical ISCS cluster
mass is ⇠ 1014 M� (Brodwin et al. 2007), significantly
lower than the minimum mass of the SPT high-redshift
sample. As with the X-ray selected samples, the Spitzer
sample includes some massive clusters, including the re-
cently discovered IDCS J1426.5+3508 at z = 1.75, which
was subsequently also detected in the SZ (Stanford et al.
2012; Brodwin et al. 2012). However, the Spitzer sur-
veys to date do not cover the required solid angle to find
these massive systems in the numbers being discovered
by SPT.

4.2. Purity of the SPT Cluster Candidates

For a cluster sample to be useful for cosmological pur-
poses, it is important to know the purity of the sample,
defined as

fpure =
Nreal

Ntot
= 1�

Nfalse

Ntot
, (3)

where Ntot is the total number of cluster candidates,
Nreal is the number of candidates corresponding to real
clusters, and Nfalse is the number of false detections. For
an SZ-selected cluster sample with reasonably deep and
complete optical/NIR follow-up, a first-order estimate of
Nreal is simply the number of candidates with success-
fully estimated redshifts. In Figure 5, we show two esti-
mations of purity for the 720 deg2 SPT-SZ sample; the
first in blue, assuming that all cluster candidates with
no redshift measurements are noise fluctuations, and the
other in red, taking into account incompleteness of our
follow-up data. The blue/red shaded regions in the fig-
ure correspond to the 1� uncertainties on the purity, es-
timated from Poisson noise on Nfalse for the blue region
and as described below for the red region. We also show
the expected purity, estimated from the total number of
candidates in the sample presented in this work combined
with the false detection rate from the simulations used
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Fig. 5.— Cumulative purity estimates derived from the opti-
cal/NIR followup compared to simulated purity predictions (black
line). The inset plot is zoomed-in to the ⇠ range between 4.5 and 6.0
and binned more finely. The purity is calculated from the follow-up
confirmation rate: 1) (blue) assuming all clusters without a clear
optical or NIR counterpart are false SZ detections (i.e., 100% op-
tical completeness) and all optical confirmations are robust (100%
optical purity); and 2) (red) assuming, as justified in the text,
97% optical completeness and 96% optical purity but taking into
account clusters confirmed through other means such as X-ray ob-
servations. 1� uncertainties in the purity estimates from follow-up
are shown with shaded blue or red regions (see Section 4.2).

to test the SZ cluster finder (R12 Figure 1).
The possibility of real clusters beyond the redshift

reach of our optical/NIR redshift estimation techniques
makes the blue line in Figure 5 a lower limit to the true
purity of the sample. As discussed in §3.2, we use single-
band NIR data to estimate the probability that each un-
confirmed candidate is a “blank field”, i.e., a field with
typical or lower-than-typical NIR galaxy density. Candi-
dates with no optical/NIR confirmation but with a low
blank field probability Pblank, are potential high-redshift
systems that merit further follow-up study. These sys-
tems can also give an indication of how much we under-
estimate our sample purity when we assume any opti-
cal/NIR non-confirmation is a spurious SPT detection.
By definition, a low Pblank implies some NIR overden-
sity towards the SPT detection, but perhaps not large
enough to be an SPT-detectable cluster. We can roughly
calibrate the Pblank values to SPT detectability by inves-
tigating the results of the NIR overdensity estimator on
solidly confirmed, high-redshift SPT clusters. There are
19 clusters with spectroscopic redshifts above z = 0.7,
and the average Spitzer/IRAC Pblank value for these clus-
ters is 0.04, while the average WISE Pblank value is 0.05.
Only three of these clusters have NEWFIRM data, and
the average NEWFIRM Pblank value is 0.07. Only one
cluster in this high-z spectroscopic sample has an IRAC
Pblank > 0.1, while three have WISE Pblank > 0.1. So
a rough threshold for SPT-type clusters appears to be
Pblank  0.1. We have nine unconfirmed cluster candi-
dates that meet this criterion in at least one of the NIR
catalogs, including five that are at Pblank  0.05. If we
assumed all of the Pblank  0.05 clusters were real, it
would imply that the completeness of the optical/NIR
redshift estimation was ⇠ 97%, i.e., we have 163 real
clusters of which we were able to estimate redshifts for
158.

Song et al 2012,ApJ 



Completeness 

  SPT clusters are selected by S/N or ξ- therefore to do 
cosmology we must understand the ξ-mass relation 

  We break it into two parts: 
  ζ-mass: amplitude, slope, z evolution, log-normal scatter 

  Measurement noise then scatters ξ about the true ζ (normal) 

  We test selection model using mock observations 
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Mock Observations 

  Cosmological Hydrodynamical Sims  
  Cooling, star formation, and winds (Springel & 

Hernquist 02) 
  Metals, stellar population, and chemical enrichment, 

SNIa, SNII, AGB (Tornatore et al. 03,06; Wiersma et 
al. 09)  

  BH and AGN feedback (Springel & Di Matteo 06; 
Fabjan et al. 10)  

  Low viscosity scheme (Dolag et al. 05)  

  Ysz lightcones from Magneticum serve 
as inputs to our mocks 

  Use SPT beam/noise characteristics, 
observe light cone and extract clusters 
using same matched filter tool  

  Ongoing work by Jiayi Liu 

Magneticum Simulations (Klaus Dolag) 
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SPT Galaxy Cluster Cosmology 

  With pure sample and model for 
selection, we can test cosmology 

  Phase I: Vanderlinde et al 2010 
  First 21 systems, 178 deg2 

  Mass calibration from simulations 
 

  Phase II: Reichardt et al 2012 
  100 systems (z>0.3, ξ>5), 720 deg2 

  Mass calibration from 15 Chandra Yx‘s 
Andersson et al 2011 

  Yx masses based on hydrostatic masses 
measured at z~0.3 
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Phase II Cosmology Constraints 
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There is limited power in our dataset – we need more mass information. 
What can velocity dispersion mass information do for us? 

  Cosmological constraints: 
  WMAP+SNe+BAO+H0  /        w/ SPT:  

  σ8 = 0.84 (0.04)     /                    σ8 = 0.81 (0.03) 
  w=-1.054 (0.073)   /                   w=-1.010 (0.058) 



Velocity Dispersions as Mass 

  Velocity dispersions reflect 
depth of the potential well 

  Expect high scatter due to merging 

  Rely on simulations for calibration- to 
characterize biases and scatter 

  Observing program 
  Data acquisition continuing at 

Gemini, VLT and Magellan 
  ~60 dispersions acquired 
  Typical Ngal~25 (2 masks/cluster) 
  Use red sequence selection 
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Fig. 1.— Histograms showing the proper velocities of galaxies selected as members (red for passive galaxies, blue for emission-line
galaxies), non-members (white) and the central galaxy proper velocity (dotted line, not measured for six of the clusters, mostly at high
redshift). Ruel, Bazin et al 2013 

Calibrating σ-mass with Sims 

  Dispersion-Mass Relations: 
  3D galaxies in cluster  (~12%) 

Departures from equilibrium 

  1D galaxies in cluster (~40%) 
Anisotropy 

  1D color selected galaxies with velocity 
outlier rejection (~80%, depending on Nspec) 

Interlopers 

  Mock Observations 
  Model SPT dispersion program selection  
  Extract σ-mass relation as function of 

selection parameters 

  Quantify imperfections in sims 
  Current results adopt 15% systematics floor 

in dispersion masses 

23. July 2013 Ripples in the Cosmos - Mohr 10 

Saro et al ApJ, 2013 (astro-ph/1203.5708)!
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FIG. 1.— The relation between Mvir and the dynamical mass for all the clusters in the sample. For each cluster we infer the dynamical mass by applying
Eqn. 2 to the 3D velocity dispersion divided by

√
3 (left panel) and for each of the three projected 1D velocity dispersions (right panel). In both cases, we use all

the galaxies extracted from the De Lucia & Blaizot (2007) database that lie within the cluster virial region. The dashed (dotted) white-black line is the best fit of
the relation (plus and minus one σ) and is virtually indistinguishable from the one-to-one relation (dotted-dashed purple line), constraining the velocity bias of
the galaxies to be quite small.

FIG. 2.— The logarithmic 1σ scatter in the 1D galaxy velocity dispersion
mass estimate (dotted black, fit is solid black) increases with redshift and
can be decomposed into the scatter from the 3D galaxy velocity dispersion
mass scatter (dashed red) and the mass scatter due to scatter of the 1D disper-
sion around the three 3D dispersion (solid green line; equivalent mass scatter
shown as dashed-dotted blue). The quadrature addition of these two compo-
nents leads to the expected scatter (dotted-dashed purple), which is in good
agreement with the measured 1D dispersion mass estimator scatter (see Sec.
3.1).

Ultimately it is the lack of observational access to the full 3D
dynamics and distribution of the galaxies that limits us from
precise single cluster dynamical mass estimates.

We finally investigate the shape of the observed distribu-
tion of the scatter in the mass-velocity dispersion relation.
In particular, Evrard et al. (2008) found a roughly log-
normal distribution with a significant tail to high velocity
dispersions due to merger transients. The histogram on
the left panel of Fig. 3 shows indeed that the probabil-

ity distribution function (PDF) of ln(M3D/Mvir) is well fit
by a gaussian distribution in logarithmic space (solid red
line), although the distribution has significant Skewness
of 0.16. However, as shown on the right panel of Fig. 3,
when the dynamical mass is computed from the 1D line of
sight velocities, the recovered distribution is both broader
and more gaussian in log-space, with a Skewness of only
0.08. The merger induced Skewness is apparently largely
masked by the variation in dispersion along different lines
of sight.

3.2. Triaxiality and Dispersion Biases
The presence of pronounced departures from sphericity in

dark matter halos (Thomas & Couchman 1992; Warren et al.
1992; Jing & Suto 2002), if not approximately balanced be-
tween prolate and oblate systems, could in principle not only
increase the scatter in dynamical mass estimates, but also lead
to a bias. If, for example, clusters were mainly prolate sys-
tems, with one major axis associated to a higher velocity dis-
persion and two minor axes with a lower velocity dispersion,
there should be two lines of sight over three associated with
a lower velocity dispersion. This could potentially lead to a
bias in the 1D velocity dispersion with respect to the 3D ve-
locity dispersion. To quantify this possible bias, we compute
the moment of inertia for each cluster in the sample, and we
then calculate the velocity dispersions along each of the three
major axes. As has been pointed out before (Tormen 1997;
Kasun & Evrard 2005; White et al. 2010), the inertia and ve-
locity tensor are quite well aligned, with typical misalignment
angle of less than 30◦. In Fig. 4, we show (at different red-
shifts) the lowest velocity dispersion σ0 with black crosses,
the highest σ2 with green stars and the intermediate one σ1
with red diamonds normalized to the 3D velocity dispersion
σ3D (divided by

√
3). Dashed blue lines are the 16, 50 and 84

percentile of the full distribution and DEV is the associated
standard deviation which, as expected from Fig. 2 is increas-
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FIG. 8.— The relation between Mvir and the dynamical mass for all the clusters in the sample and for each orthogonal projection. For each cluster the
dynamical mass is inferred by applying Eq. 2 to the robust estimation of the velocity dispersion computed using different number of galaxies (Table 4). Left
panel is for bright red-sequence galaxies sorted according to their luminosity and right panel is for a randomly sorted array of galaxies. Dashed purple-black line
is the one-to-one relation, and solid green lines represent the 16, 50 and 84 percentiles. The tendency for velocity dispersions of the most luminous galaxies to be
biased low is clear.

FIG. 9.— Same as for the left panel of Fig. 8, but dividing our cluster sample in 2 redshift bins. Left panel is for z ≤ 0.5 and right panel is for z > 0.5. The
velocity bias of the most luminous galaxies is clearly present in both redshift bins.

Dispersion-M(ξ) Relation 

  Dispersion-ξ relation shows high 
scatter, as expected 

  Scatter is 31% in σ about dotted line 
  Expectation is 27% (from Saro et al analysis) 

  Solid line:  expected mean relation 
assuming 

  Yx based SPT masses 
  Saro et al dispersion-mass relation  

  Dashed line: indicates that dispersion 
data will push SPT masses higher 

  Proper accounting of selection biases 
(Eddington bias) required 
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Fig. 5.— Cluster biweight velocity dispersions from Table 4 as a function of SPT SZ-based masses (Table 1, Section 2.1) for clusters with
Nmembers � 15 and z � 0.3. The figure also shows the scaling relationship predicted from numerical models as a solid line (Saro et al.
2012).

cluster mass, M500c,Y
X

.
We also compare our results to velocity dispersion and

X-ray measurements of comparable-mass low-redshift
clusters taken from the literature. For the X-ray mea-
surements, we use measurements of TX and M500c,Y

X

from the low-z sample of Vikhlinin et al. (2009), which
used an identical analysis used in Benson et al. (in prep.).
The velocity dispersions for many of those galaxy clusters
were calculated in a uniform way in Girardi et al. (1996).
These velocity dispersion measurements were made with
a di↵erent galaxy selection and more cluster members,
and so will carry di↵erent systematics from our own.
Figure 6 shows the velocity dispersion versus X-ray

temperature and versus M500c,Y
X

. The blue points are
our data, and the black crosses are the data from the
literature; these literature data are listed for reference in
Table 6.
The left panel of Figure 6 shows dispersion versus TX .

The empirical best-fit scaling relation from Girardi et al.
(1996), where � / T 0.61

X , is plotted as a solid line; this
scaling relation is consistent with the Vikhlinin et al.
(2009) temperatures used here, although it was fit using
X-ray temperatures from a di↵erent source, David et al.

(1993). The comparison to the temperature is especially
interesting in that there is, to first order, a simple corre-
spondence between temperature and velocity dispersion.
Assuming that the galaxies and gas are both in equi-
librium with the potential (see, e.g., Voit 2005), then
�2 = kBTX/(µmp), where mp is the proton mass, and µ
the mean molecular weight (we take µ = 0.58; see Girardi
et al. 1996). This energy equipartition line is plotted as
a dashed line in the left panel of Figure 6. Real clusters
show a deviation from this simple model, but it o↵ers
an interesting theoretical baseline, one independent of
data or simulations. This relation implies that the tem-
perature and velocity dispersion have a similar redshift
evolution, which is why the quantities in this plot are
uncorrected for redshift.
The X-ray YX observable, while not independent from

TX , is expected to be significantly less sensitive to cluster
mergers than TX , with simulations predicting YX to have
both a lower scatter and to be a less biased mass indicator
(see, e.g., Kravtsov et al. 2006; Fabjan et al. 2011). For
this reason, we also plot the velocity dispersion against
M500c,Y

X

(times a redshift-evolution factor), in the right
panel of Figure 6. The dot-dashed line is the scaling

Ruel, Bazin et al 2013 

Calibrating ξ-mass with σ 

  Selection effects can be 
accounted for in full likelihood 
analysis 

  Mass calibration likelihood 
  For given choice of scaling relation 

params, for each cluster: 
  Use (ξ,z) to predict P(M|ξ, z) 

  including selection effects like Eddington bias 

  Use P(M|ξ, z) to predict P(σ) 
  Extract likelihood of consistency 

with observed σ&
  ξ�mass rel’n params varied to find 

best fit 
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Conversion to Mass
+

Eddington 
Correction

Conversion to External Observable
+

Intrinsic Scatter + Measurement Uncertainty

Take each percentile of each cluster 
and

 build the distribution of the pulls

Likelihood = p-value of the Kolmogorov-Smirnov Test

(a) (b)

(c)
(d)

(e)

M200 



Cosmology Runs with Dispersions 

  Inputs: 
  SPT sample:  100 clusters, ξ>5, z.0.3 
  Mass information:  

  48 dispersions, 16 Yx measurements 

  Mass-observables and their treatment: 
  Power law, log-normal intrinsic scatter, obs noise 
  ξ-M: 4 params  
  σ-M: 5 params (Saro et al 2013) 
  Yx-M: 4 params (Vikhlinin et al 2006) 

  Cluster Likelihood:   
  Single likelihood from Counts   
  Individual likelihoods for each mass constraint 

  Cosmology: 
  5 params for cluster only (Ωm, Ωb, σ8, ns, H0) 
  6 params with CMB (Ωmh2, Ωbh2, ΔR

2, τ, ns, H0) 
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New Results with Dispersions 

  Dispersions change Asz and Bsz, prefer higher Ωm/lower σ8 

  Dispersions push the mass scale for a given SPT ξ up by +10%(+/-12%) 
  CMB+BAO+SNe pushes mass scale up another +13% (+/-11%) 
  Together, this ~23% increase in mass scale is a ~2σ shift 

  Probing this tension requires improved mass calibration 
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Run Asz Bsz Csz Dsz Ωm σ8 

SPT + Ωb + Ho 

σ’s 4.6(1.0) 1.6(0.12) 0.76(0.3) 0.22(0.12) 0.38(0.08) 0.74(0.05) 

Yx (B13) 5.3(1.0) 1.3(0.15) 0.90(0.3) 0.21(0.10) 0.29(0.08) 0.77(0.06) 

SPT + WMAP + BAO + SNe + Ho 

σ’s 3.8(0.6) 1.5(0.12) 0.37(0.2) 0.22(0.12) 0.28(0.01) 0.81(0.02) 

Yx(B13) 4.9(0.7) 1.4(0.15) 0.83(0.3) 0.21(0.09) 0.26(0.02) 0.80(0.02) 

ζ = ASZ
M500

3x1014h−1M
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Consistency Test of GR 

  Following Rapetti et al 2010, we 
introduce an additional free parameter γ 
to describe the linear growth of density 
perturbations: 

 
where for GR γ~0.55 

 
  Within ΛCDM context with CMB+BAO

+SNe+H0 external datasets, we 
measure γ=0.74(0.27) 

  Significant γ-Asz and γ-Csz degeneracy 
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d lnδ
d lna

=Ωm
γ a( )

Constraints on GR using SPTcl + Yx + dispersion + WMAP7 + BAO
+ SNIa + H0
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Summary 
SPT-SZE clusters  

  High mass (M200>4x1014Mo) sample extending to z=1.5 

SPT Cluster Cosmology 
  Currently our cosmology is dominated by the external data 

  SPT clusters just shrink error bars a bit – δw~0.05 

  Going beyond this requires improved mass calibration 

Dispersion Mass Calibration 
  Masses no longer based on assumption that clusters are in equilibrium 
  Dispersions push SPT masses up by 10% (20% with CMB++) 
  SPT constraint on σ8(Ωm /0.27)0.3=0.82  

No tension with Planck non-cluster result 0.86 
 

Next Step:  Include weak lensing information 
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